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1 OVERVIEW 

EPAM Orchestration Framework version 2.1.93, was released on April 8. This release is rather multi-sided, 

as it includes new features and enhancement of the existing functionality, a new deployment concept and 

an integration solution, an infrastructure update and additional hybrid opportunities. 

What to look forward to in the new version of EPAM Orchestrator: 

- A new OpenStack-based region, EPAM-BY2, has been deployed. Now Minsk, Belarus, offers cloud 

computing on the basis of both CSA and OpenStack 

- Integration with Google Cloud Platform is being stabilized and enhanced. We have implemented 

the support of networking commands which allow static IP manipulations 

- AWS Spot Instances are a great cost-saving tool allowing to reduce your costs up to 95%.  

- The EPAM Orchestrator open-source initiative is finally out. You can really look “under the hood” 

of the application deployment framework and not only that – you can actually try it 

- The finishing touches have been added to the Cloud CI/CD platform. Not only the components 

are deployed automatically, they are also integrated with minimum manual effort 

- The ability for projects to monitor their AWS EC2 billing directly at AWS has been introduced 

- The new Business Unit Report will provide consolidated data for all projects within a Business 

Unit 

The Orchestrator changes and enhancements are reflected in the EPAM Cloud documentation and online 

resources. Please refer to the EPAM Cloud website for detailed descriptions of the new services and 

features introduced in Orchestrator version 2.1.93. 

You can always find the latest Cloud news in our Yammer group. Also, visit our blog where you can find 

our latest Cloud-related articles. This time, we have published two articles describing the specifics and 

innovations of the Orchestrator open source initiative and an article on CI/CD components integration in 

Cloud. 

  

https://cloud.epam.com/site/
https://www.yammer.com/epam.com/#/threads/inGroup?type=in_group&feedId=171674
https://cloud.epam.com/site/develop/blog/
http://cloud.epam.com/site/learn/documentation
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2 NEW REGION: EPAM-BY2 

The Minsk datacenter is one of the support pillars of EPAM Cloud bearing a 

considerable computing load. With a lot of EPAM’s development power concentrated 

in Minsk, the EPAM-BY1 region has been one of the busiest in EPAM Cloud.  

Today, we are glad to announce the expanding of the Minsk capacities with the new 

Open-Stack (Mitaka) based region – EPAM-BY2, which supports all functionality 

available in other EPAM Cloud OpenStack-based regions.  

The region is intended to gradually replace EPAM-BY1, in the scope of EPAM Cloud migration to 

OpenStack plan.  

Starting from April 8, 2017, EPAM-BY2 becomes the basic region for activating new projects. EPAM-BY1, 

in its turn, is planned for gradual deprecation, which includes migration of all the hosted resources to EPAM-

BY2, or other regions, by your choice. With the additional announcement, the creation of new resources in 

EPAM-BY1 will be restricted. 

EPAM-BY2 region has a number of specific features that are aimed to make the region usage more 

convenient and effective: 

 

 

The pricing coefficient in EPAM-BY2 region is 0.8, which allows to get up to 20% lower 

price than that in EPAM-BY1. 

 

To illustrate: the monthly price for  a LARGE Windows VM: 

- in EPAM-BY1: $92.04 

- in EPAM-BY2: $74.07 

 

Please also note that in EPAM-BY2, similarly to other OpenStack regions, the disk 

storage is billed by provisioned space, not by the actually used one. 

 

 

EPAM-BY2 supports both HDD and SSD storages. Moreover, in EPAM-BY2 you can 

specify whether you need an HDD or an SSD during VM creation, as the storage type is 

included in the shape name:  

 

-s MEDIUM.HDD: shape with HDD storage 

-s MEDIUM.SSD: shape with SSD storage 

 

As soon as your project is activated in the EPAM-BY2 region, both HDD and SSD 

shapes will be available for it. If you request additional shapes for your project, both 

HDD and SSD shapes of the same size will be activated. 

 

The usual shape notations (e.g. MEDIUM, LARGE, etc.) are also supported. When an 

instance is requested with such shape name, the default storage for the region is used 

(HDD or SSD). The response to the or2run command will indicate the default storage 

type.  

 

As of EPAM Orchestrator v.2.1.93, SSD storage is set to default. 
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EPAM-BY2 has become the first OpenStack-based region supporting the Recycle Bin 

feature.  

 

Just to remind you – the Recycle Bin allows restoring your virtual machine within 7 days 

after termination. So, if you did not want to terminate the machine… or wanted to 

terminate a different machine… or wanted to copy something from it before termination, 

but just went and clicked that “Terminate” button, it does not mean that all is lost. You 

still have 7 days to restore it by contacting the Support Portal. 

 

 

As with other OpenStack-based regions, there are certain functionality limitations: 

- Checkpoint-related operations are not supported 

- Custom images can only be created from instances with no additional volumes. To create 

an image from an instance with an additional volume, detach it and reattach it again after 

the image has been created. See Cloud Block Storage Service page for details. 

 

  

https://support.epam.com/esp/ess.do?ctx=docEngine&file=svcDisplay&query=name=%22EPAMCloudIssuesUncategorized%22
https://cloud.epam.com/site/competency_center/e=p=c_services/cloud_block_storage_service_(=c=b=s)
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3 HYBRID CLOUD 

3.1 IMPROVING INTEGRATION WITH GOOGLE CLOUD PLATFORM  

With a network of private regions and integration with two external 

providers, EPAM Cloud has been able to meet the requirements of most of 

the EPAM Systems projects. However, three options is better than two, and 

since January, 2017, EPAM Cloud has been supporting Google Cloud as 

another cloud service provider available to EPAM users. 

The service is fairly young and at the beginning offered only the basic VM-related functions. However, 

development does not stand still and we are working on bringing the Google Cloud integration to a level 

where it will support most of the Cloud functionality. 

As of this release, the Google Cloud regions support operations with static IP addresses. By default, all 

virtual instances created in Google Cloud, have both a private and a public IP address. However, their 

public IP addresses are of ephemeral type, which means that when the machine is stopped and then started 

again, its public IP may be different. However, it is sometimes critical to keep the same IP address 

throughout the VM lifetime, and this is when assigning a static IP address can be very useful. 

Google Cloud regions now support all actions related to static IP address management. Consequently, the 

following commands are now available for Google Cloud: 

Allocate a static IP address for a project: 

or2alsip -p project -r region 

Assign a static IP address to a VM: 

or2assip -p project -r region -i instance_id -a ip_address 

Disassociate a static IP address from a VM: 

or2dissip -p project -r region –a ip_address 

Describe static IP addresses for the project and region: 

or2dsip -p project -r region  

Release a static IP address from the project pool: 

or2relsip -p project -r region -a ip_address 

 

Please note that Google Cloud platform charges the so-called “holding fee” for IP addresses allocated to a 

project but not assigned to any instance. You can find the rate of the holding fee in the Google Cloud 

Platform Pricing Calculator under the Networking tab. 

https://cloud.google.com/compute/docs/ip-addresses#ephemeraladdress
https://cloud.google.com/products/calculator/
https://cloud.google.com/products/calculator/
https://cloud.google.com/products/calculator/#id=8b5c9737-d380-4df3-919d-6f69438adff3
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Figure 1 - Unused IP charge 

At the same time, there is no charge for static addresses assigned to virtual machines. If general, Google 

Cloud Platform supports the following pricing policy in respect of IP addresses: 

 

Figure 2 - Google Cloud IP address pricing policy 

Static IP addresses are allocated to projects according to quotas. The default quota is 7 IP addresses per 

project per region. The actual quota information can be found on the Quotas page of your Google Cloud 

Dashboard. 
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Figure 3 - Static IP quota 

IP address quota can be increased on the same screen, if necessary. 

3.2 YOUR RULES: AMAZON SPOT INSTANSES 

EPAM Cloud allows its users to have infrastructures in external clouds, and 

the most popular one is AWS.  

Every hour of virtual resources existence is billed, and it is important to find 

the balance between the productivity and the total monthly costs of the 

infrastructure. In many cases, an effective resource usage strategy allows to 

minimize project costs without cutting the capacities. 

There are several standard practices aimed to minimize project expenses. In EPAM, these typically include 

migrating to private regions where possible, resource usage optimization, auto scaling.  

However, there is one more way that allows you to save 50-90% of your virtual resources cost. Is it a joke? 

No. AWS Spot Instances are the answer.  

The basic idea of the spot instances is: in Amazon Cloud, there are free capacities, not used by on-demand 

or reserved resources. These capacities can be taken by a significantly lower price… but should be 

released as soon as they are needed to create new on-demand or reserved instances. 

For each region and instance type, there is a spot instance price that can be up to 95% lower than that for 

the on-demand instance. This price is constantly changing depending on the region load and demand. 

When ordering a spot instance on AWS, you can see the current average price for the spot instance of 

the selected type, and specify the maximum hourly price you are ready to pay for your instance.  
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Figure 4 - Prices relations on AWS (example) 

Starting with EPAM Orchestration 2.1.93, you can request spot instances via Maestro CLI. To do it, 

please specify the parameters on the command call: 

or2run –p project –r AWS-Region –s shape –i image –c count --spot --max-price 

price 

Where: 

 count – the number of instances to be run (optional, 1 by default) 

 spot – the flag identifying that a spot instance should be run 

 price – the maximum price you are ready to pay for your instance per hour, in USD (e.g., 0.25) 

When run, the spot instances are treated same as any other EC2 instance on AWS. The only difference – 

these instances cannot be stopped, only terminated. 

Please note that with spot instances, it is possible that the VM will not be started immediately, but put to 

the queue. The default expiration time for spot instances requests, sent via Maestro CLI, is 48 hours. In 

case the VM is not started during this time, the request is cancelled. 

Spot instances are significantly lower in price, but what is the hidden reef? Here it is: your VM andits 

volumes can be quickly terminated in case the capacity taken by it can be used by a new on-demand or 

reserved instance.  Although it sounds not very comfortable, there is a number of best practices and advices 

that allow you to minimize the risks of your VMs termination and to take best of the Spot Instances approach: 

 Use the Bid Advisor tool to check the profit of each type of spot instances, and to estimate the 

possibility of outbidding. 

 Set the bid price closer to the price of the on-demand instance of the similar type. The instances 

are billed according to the spot price, but in case the spot price rises over your bid, your VM 

will get terminated.  In addition, when the capacity for spot instance shortens, the instances 

with lower bid price will be the first in the termination list. 

 To prevent data loss, you can make additional settings on your infrastructure and application: 

o Set up the reaction on the instance termination notification. Typically, it is received by 

the VM two minutes before the termination. So, there is time for your application to 

backup the data and shut down without error. Please note, that in some cases, the VM 

can be terminated without notification. 

o Set up a backup policy that will prevent data loss. 

https://aws.amazon.com/ec2/spot/bid-advisor/
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Some users believe, that the risk is not worth the savings. However, a single example can show the 

contrary. 

For example, for testing purposes, you need to run a pack of 20 Linux m4.xlarge (4CPU, 16GB RAM) VMs 

that would gather data from some source, process it, and store the results to S3.  You need them to exist 

no longer than for 3 hours. 

As for the day of creation of this document, an hourly price for one m4.xlarge in AWS-USEAST region is 

$0.215. So, the total price for the whole pack will be $0.215*20*3=$12.9 The average hourly price for a spot 

instance of such capacity is $0.0663, which will result into the total price of $0.0663*20*3=$3.99.  

 

Figure 5 - On-demand vs Spot price comparison example 

The difference in quite big, and the profit is bigger on larger spot fleets run on regular basis. All you need 

to do is setting up the correct failure processing in your application. 

Note that Spot Instances are supported for XL shapes and higher. There are also other restrictions based 

on the region. If the selected shape is not supported in the specific region, the request will return an error 

message: “Shape not supported”. 

You can find more details on AWS Spot instances on the product main page.  

EPAM Cloud Consulting team is planning a training focused on the spot instances effective usage and use 

cases.  

Keep track of the announcements! 

3.3 AWS EC2 USAGE INFO 

Good news for projects working in AWS cloud – now you will be able to monitor your 

billing directly at Amazon. By making a request to the Support Portal, you can obtain 

your dedicated S3 bucket where your AWS billing will be stored. The billing data is 

updated on a regular basis, and you can see your costs almost in real-time. 

When the request is fulfilled, you will find a new S3 bucket containing your AWS billing 

information. If you prefer to use an existing S3 bucket to store your billing data, 

mention it in your request.  

Amazon 
S3 

https://aws.amazon.com/ec2/spot/
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Your billing report can be downloaded directly from the S3 bucket as a CSV file. However, Amazon has a 

convenient tool for billing analysis and processing, Amazon QuickSight available to you as one of the AWS 

services for your project. Just specify your S3 bucket in QuickSight and enjoy highly visualized business 

intelligence opportunities. 

Of course, other business intelligence tools on the market can also be used to analyze the costs according 

to your project preferences. 

3.4 AWS INSTANCE TYPES MAPPING UPDATES 

Amazon regularly reviews the provided instance types, and introduces their new generations, which 

typically allow getting better or same capacities, by lower price. When you run an AWS instance via EPAM 

Cloud tools, Orchestrator automatically maps the selected instance shape to an AWS instance type which 

fits the selected shape the best.    

With this release, we reviewed and optimized this mapping. So, now, the following shapes mapping is 

applied: 

EPAM Cloud Shape CPU RAM GB AWS  Instance Type Previous AWS Instance Type 

MICRO 1 0.5 t2.nano t1.micro 

MINI 1 1 t2.micro - 

SMALL 1 2 t2.small m1.small 

MEDIUM 2 4 t2.medium c3.large 

LARGE 2 8 t2.large m3.large 

XL 4 7.5 c4.xlarge c3.xlarge 

2XL 4 16 m4.xlarge m3.xlarge 

3XL 8 15 c4.2xlarge c3.2xlarge 

4XL - - - - 

5XL 8 32 m4.2xlarge m3.2xlarge 

6XL - - - - 

7XL 8 61 r4.2xlarge r3.2xlarge 

8XL 16 122 r4.4xlarge r3.4xlarge 

 

Please remember, that you can always find the available shapes and their AWS instance types mapping 

options by calling the or2-describe-shapes command: 

or2shape –p project –r aws-region 

 

https://quicksight.aws/
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Figure 6 - Updated AWS instance types  mapping 
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4 EO OPEN SOURCING 

It has been in the air for some time already… You must have heard something about it or come across 

some news story about it… Yes, now it’s official – EPAM Orchestrator has released the first open-source 

package.  

Well, what you are getting now is not really Orchestrator… it’s something more interesting. What we are 

releasing now is not the product but the tool. Better still, it is a toolbox, a technology for developers to deploy 

their applications.  

But let’s go back to the beginning – the initial idea was to create an open-source version of EPAM 

Orchestrator to allow developers contribute their features and improvements. This goal spun off another 

ambitious initiative – finding a convenient platform for easy and reliable application deployment. So, the 

project turned out to have two equally important layers – the “what” and the “how”. 

The “how” evolved into an exciting research and development journey several months long. As it often 

happens, none of the existing solutions fully fit the requirements, so the team created their own. Their 

platform which goes under the name Deployment Framework is fully based on Amazon services integrated 

to provide smart and flexible automatic application deployment. 

4.1 THE THEORY 

The core of the deployment process is AWS Lambda Service which serves as the basis of all applications. 

The figure below gives an overview of a Lambda-based application example and shows the typical 

interaction flow of AWS services involved in the process: 

 

Figure 7- Lambda-based application example 

 

In a nutshell, the application works according to the following sequence: 

1. Amazon SNS triggers a Lambda function with a corresponding event (Lambda functions are put 

inside a Maven-built Java project)  

2. The Lambda function inserts the event subject as a new document to the Dynamo DB table, that 

was previously created during the application deployment  
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3. The Lambda function saves the event body as a new object in an Amazon S3 bucket  

4. The Lambda function writes logs to Amazon CloudWatch  

The big challenge is the serverless architecture which means flexibility and independence and, at the 

same time, the need to adapt the usual flows and practices. For example, with no actual servers you 

cannot debug, however, you can reduce the possibility of errors by careful logging and extensive testing. 

Another matter is separating the deployment environments which are usually running on different servers. 

With no servers, you can either host your environments in different AWS regions or use different AWS 

accounts for each one. 

You can find more details on the Deployment Framework best practices in our blog articles: 

EPAM Cloud Deployment Framework: Your Code, Your Rules 

Security and Access Management in Serverless Architecture: Best Practices  

4.2 THE PRACTICE 

The new framework has been thoroughly and extensively tested and has shown reliable performance. 

Moreover, it has already made its debut at the Johnson & Johnson Hackathon in Minsk in January, 2017. 

The team created a real stir by demonstrating their “Hybris in One Click” deployment when they created a 

12-instance infrastructure literally with one mouse click. This impressive result is, in fact, the combination 

of automation technologies which the Cloud Team uses to develop its platform services and the Deployment 

Framework advanced functionality. Hybris deployment is generally considered tricky, time- and effort-

consuming, however, a 7-instance Hybris cluster together with all additional resources, communications 

and integrations was deployed with hardly any manual configuration, so you can get an idea of the 

Deployment Framework potential. 

What else is there to say? Only one thing – that the Hackathon award went to Kharkiv. You can find more 

details about this event on the Infoportal (Russian version only). 

4.3 THE PROSPECTS 

At the moment, the Deployment Framework has been released as internal beta for users within EPAM 

Systems. You can find the demo application and the detailed instructions on the framework use on EPAM 

Gitlab. Feel free to download the repository and try creating your own serverless applications. 

The plans include releasing the public beta of the Deployment Framework and, of course the Orchestrator 

itself. Follow the announcements and, if you have any questions or suggestions, contact us at Cloud 

Consulting. 

  

https://cloud.epam.com/site/develop/blog/2017/deployment_framework
https://cloud.epam.com/site/develop/blog/2017/security_best_practices
https://info.epam.com/indepartment/kharkiv/office-news/project/2017/kharkovchane_na_johnson_hackathone.html
https://gitbud.epam.com/oleksandra_martyntseva/m3-deployment-framework
https://gitbud.epam.com/oleksandra_martyntseva/m3-deployment-framework
mailto:SpecialEPM-CSUPConsulting@epam.com
mailto:SpecialEPM-CSUPConsulting@epam.com
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5 BUSINESS UNITS REPORTS 

EPAM Cloud is a billed service, and transparent and effective billing is one of the critical features.  Our 

service provides billing information on any level – from price for one gigabyte of RAM or one CPU, used 

within your project, to total monthly chargebacks for all projects around EPAM. 

The reports by specific resources and projects are available for project members at any time, and provide 

the up-to-date information on the costs. 

To simplify billing data gathering for managers, responsible for a number of projects, there are monthly total 

reports, and the ability to combine billing data by several projects under one EPAM Orchestrator account. 

With this release, we are glad to introduce reports by EPAM business units. These reports are delivered to 

EPAM top management, contain the monthly pricing information for the projects, included in the specific 

business unit, which includes pricing by cloud provider (EPAM Cloud, AWS, Azure, Google, hardware). 

The table in the report body lists top 10 projects with monthly expenses over $1000, the attached file 

provides the billing information on all projects within the business unit. 

 

Figure 8 - Business Unit Report 

 

The report allows the heads of business units and other top managers to keep track of cloud-related 

expenses, as well as provides the contacts of the Account Manager and Project Sponsor of each project, 

so that they can easily be contacted for details clarification.   
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6 PLATFORM SERVICES UPDATES 

6.1 CI/CD SERVICES INTEGRATION 

EPAM Cloud has been closely cooperating with the EngX team on developing CI/CD tools which could 

improve the delivery quality on the company scale. Over the past year, you have seen Jenkins, Gerrit and 

SonarQube turned into Cloud services. In the previous release, we implemented Artifactory as a Service, 

thus forming a complete CI/CD package. 

On top of that, the Cloud team has also found ways to automate Jenkins-Gerrit, Jenkins-SonarQube and 

Jenkins-Artifactory integration which gives you a complete CI/CD environment deployed with near zero 

manual configuration effort. 

 

Figure 9 - CI/CD infrastructure diagram 

As with all other Cloud services, you start each of the CI/CD components, and the infrastructure is deployed 

automatically, including all virtual machines and required storages. Simultaneously, the components are 

properly integrated to ensure seamless engineering flow. You only need to install and configure a plugin 

for Artifactory, the rest is automatic.  

You can read more about the existing CI/CD solution in Cloud in the article of the Cloud website. 

  

https://cloud.epam.com/site/develop/blog/2017/integration
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6.2 EXISTING SERVICES UPDATE 

This release is heavily focused on stabilization and improvement of the existing platform services. Several 

updates have been introduced to ensure consistent and reliable performance. 

6.2.1 Jenkins as a Service Update 

Jenkins as a Service now comes with a number of important updates intended to make 

its usage more convenient and consistent. 

Jenkins Clusters Now Available 

With this update, you can create Jenkins clusters in EPAM Cloud starting one Jenkins master and as many 

Jenkins slaves as needed. To start a Jenkins slave, just repeat the or2ms command used to start the 

Jenkins master: 

or2ms -p project -r region -a -s jenkins -k key_name 

After this command execution, a MEDIUM Ubuntu 16.04_64-bit instance (the same as Jenkins master) will 

be started. To create more Jenkins slaves, repeat the command as many times as you need instances. All 

integrations between the master and the slaves will be performed automatically. 

Jenkins Plugins Management Implemented 

EPAM Orchestrator now supports plugin management using its native tools. A new command has been 

implemented to allow Jenkins plugins installation, uninstallation or description: or2-manage-jenkins-

plugins (or2mjp). When used only with the project and region parameters, this command returns the list 

of currently installed Jenkins plugins: 

or2mjp -p project -r region  

 

Figure 10 - List of Jenkins plugins 

To install or uninstall a plugin, send the same command with the -a/--action parameter set to “install” or 

“uninstall”, respectively, and the plugin name: 

or2mjp -p project -r region -a uninstall -n plugin-name 

The command execution will be confirmed with a message that the plugin has been queued for installing 

or uninstalling. 
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Plugin Availability Verification before Jenkins Job Creation 

In the previous implementations, the or2-create-jenkins-job (or2cjj) command created the job regardless of 

whether the plugins required for the selected configuration were available. If the plugins were not available, 

the corresponding steps were skipped and, as the result, the job could be corrupted. 

Now the command verifies whether all required plugins are available. If one or several plugins are missing, 

the job is not created, and the system returns an error message listing the missing plugins: 

 

Figure 11 - List of missing plugins 

6.2.2 Ubuntu 16.04 Support 

As we have announced before, the support of Ubuntu 12.04 operating 

system will be discontinued in 2017. We recommend upgrading from 

the 12.04 version to 16.04, if you have any virtual instances running 

on Ubuntu 12.04. This is the same procedure we are doing in respect 

of our platform services – upgrading their servers to the 16.04 version, 

wherever necessary. 

One of the upgrade steps which we did in this release, was updating the automation scripts used to deploy 

all platform services which use MySQL database. This ensures smooth service upgrade to the later Ubuntu 

version. 

Another measure which we took is the upgrade of Zabbix Monitoring Service version from 2.2 to 3.2.1 

which is compatible with Ubuntu 16.04.  

Zabbix 3.2.0 comes with massive improvement of its user interface including a total redesign, chart 

improvement, better flexibility and usability of data display and modification. Its encryption and 

authentication procedures have been enhanced. Forecasting functions have been added to triggers, also 

dependencies between trigger prototypes are now possible.  

These are just a few improvements introduced in Zabbix 3.2.0. You can find the details on the functionality 

enhancements and improvements implemented in Zabbix 3.2.0 and higher in Zabbix original 

documentation. 

6.2.3 Platform Service Stabilizations  

We have made a number of improvements to Gerrit as a Service and ATG as a Service to ensure their 

smooth deployment and reliable performance. 

  

https://www.zabbix.com/documentation/3.2/manual/introduction/whatsnew320
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7 MAESTRO CLI IMPROVEMENTS 

With each release, Maestro CLI is being improved and optimized to make its use more transparent and 

efficient. This time, the following changes have been made: 

- The or2-change-owner (or2chow) command is now used to move both instances and file 

resources between owners. Therefore, it is now sent with no mandatory -i/--instance parameter. 

The resource for which the owner is to be changed is now referenced by the -n/--resource-name 

parameter accepting both instance ID (case-sensitive) and instance name (case-insensitive) and 

the file name. Two additional parameters are introduced in connection with this change: 

-t/--resource-type defining the type of resource to be moved. This parameter is optional 

with INSTANCE being the default value.  

-f/--file-type defining the type of file resources (script, eo-template, cf-template, zabbix-

template, blueprint) 

Example of the command changing the owner of a file resource: 

or2chow -n resource_name -p project -t resource_type -f file_type -e 

new_owners_email 

- or2-manage-jenkins-plugins (or2mjp) command has been implemented. This command allows 

describing, installing and uninstalling Jenkins plugins. For more details, see the Jenkins as a 

Service Update section above 

- Some minor corrections and updates in command help text have been made to better convey the 

purpose and syntax of the CLI commands 
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8 KNOWLEDGE SHARING 

8.1 PLANNED TRAININGS AND CERTIFICATIONS 

EPAM Cloud is not only the service, delivering virtual capacities and related facilities to its users. We want 

our users to take the best of the cloud technologies, and we have a good tradition of sharing our expertise 

with them. 

So, this spring, we are glad to introduce several educational facilities for those who already use EPAM 

cloud, or only plan to: 

 In April, we plan to deliver a training, dedicated to spot instances usage on Amazon. The Spot 

Instances can be a powerful tool of getting necessary computing capacities at minimum price. 

During our webinar, we will discuss the best practice, and try to fight the typical fears, related to 

spot instances. 

 We are also glad to know, that the AWS community in EPAM grows. Passing the free AWS training, 

or any of the professional certifications, you can receive a respective AWS Certified badge that 

makes your expertise instantly visible to your colleagues, managers, and customers. If you have 

passed the certification, please send a copy of your certificate to the Consulting team, and receive 

a badge! 

 This is our second release with Google Cloud Capacities. On our website, we gathered the info on 

the basic Google Cloud self-education capabilities. Please check! 

Please remember that you are always welcome to share your ideas on the trainings that can be useful for 

your team, or globally, across EPAM. Please feel free to address your suggestions to EPAM Cloud 

Consulting team, or request a training via EPAM Support Portal. 

8.2 CLOUD HEROES 

Various projects in EPAM Systems use Cloud to host their virtual infrastructures, and all of them view and 

evaluate Cloud from the point of view of their goals and experience. If you look at the agenda of IT Week 

2017, you will find a number of seemingly unrelated topics which, in fact, have one thing in common – all 

of them refer to Cloud Computing, in general, and EPAM Cloud, in particular. The Cloud Team gives their 

warmest thanks to the colleagues sharing their Cloud experience, ideas and suggestions:  

Iurii Medvedev – Packer and EPAM Cloud. To be or not to be? 

Jack Zhou – Refactoring to Microservices: How we transformed an existing monolithic platform leveraging 
Spring Cloud 

Oresztesz Margaritisz – Cassandra on EPAM Cloud – Database deployed in multiple locations 

David Kabai – Flight Search Disruption – from Bench to Product (Azure) 

Oleksandr Sirobaba, Oleksii Grinko – AutoScaling Oracle Commerce production 
servers in clouds 

Igor Solenov – Cloud Design Patterns for back-end extensive scalability and throughput 

Yuliya Zayarnaya – The Art of Coordination: 14 people, 3 teams, 6 locations, 3 time 
zones – 1 goal (Migration to Cloud) 

Again, thank you and save a slot for a Cloud Certified: Expert badge in your collection.  

https://cloud.epam.com/site/learn/self-education/amazon_web_services_training/04_a=w=s_partnership
mailto:specialepm-csupconsulting@epam.com
https://cloud.epam.com/site/learn/self-education
https://support.epam.com/esp/ess.do?ctx=docEngine&file=svcDisplay&query=name=%22ConsaltingTrainingRequest%22
https://events.epam.com/events/itweek-2017
https://events.epam.com/events/itweek-2017
https://videoportal.epam.com/video/VRqVyPJK
https://videoportal.epam.com/video/8JOMkxoG
https://videoportal.epam.com/video/lajN9yaB
https://videoportal.epam.com/video/QoVb6No9
https://videoportal.epam.com/video/QoVb6No9
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Speaking of badges, we witness a considerable increase of Cloud knowledge and 

proficiency among the EPAM Community. As we have announced before, EPAM Cloud 

has launched its Introduction to EPAM Cloud self-study course on EPAM University. 

Since its start about six months ago, we have given out 206 Cloud Certified badges 

which means that 206 colleagues have benefited from the knowledge and skills we 

shared through this course. Visit the course at the link above to learn how to get started 

with EPAM Cloud. 

In 2017, 10 Cloud DevOps badges have been given to the colleagues who displayed high skills in Cloud 

automation and solutions. 

Also, we would like to remind you that within the scope of partnership between EPAM 

Systems and Amazon, Amazon offers free certification trainings to all EPAMers. These 

trainings are packed with useful information, best practices, recommendations, tips and 

hints which will come in handy to anyone using AWS. Send your AWS certificates to 

Cloud Consulting Team to receive a special AWS Certification badge.  

Since the launch of this partnership, 396 colleagues have received AWS Certifications. What is especially 

interesting, out of 396 total badges, 178 were issued in the three months of 2017. 

For more information on Cloud-related badges, visit the Cloud Dashboard on the Heroes Portal. 

8.3 GOOGLE CLOUD SELF-STUDY 

High quality is the distinctive feature of any service or product Google provides. Google Cloud is a bright 

example of this rule. Being one of the leaders in cloud computing capacities provisioning, Google supports 

their service with the detailed documentation and education materials. Users can study them in order to get 

the basic knowledge on the cloud usage as well as expand their expertise. 

As you know, EPAM Orchestrator launched integration with Google Cloud Platform allowing the EPAM 

community to host virtual infrastructures in Google Cloud. We have researched the education opportunities 

provided by Google Cloud and put together a short list of Google Cloud training materials which will help 

you get started with Google Cloud easily and efficiently.  

Some of the courses are free, where you have access to all course materials in the 

audit mode. If you take a paid version of the course, you will receive a certificate. Some 

courses offer only paid versions and also give certificates upon successful completion. 

There is a special Google Certified badge to be granted to those who obtain Google 

Cloud certificates. Take the course and earn the certificate as a token of your Google 

Cloud expert knowledge, then send the certificate to Cloud Consulting Team to receive 

this special badge. 

Currently, there are several self-study education possibilities, provided by Google. 

On the Getting Started with Google Cloud Platform page, you can find tutorials, quick start documentation, 

short how-to videos and sample projects illustrating how the most popular Google products and resources 

can be used. 

You can try Google Cloud Platform and the related services for free to get first-hand experience of using 

the various cloud computing options offered by Google Cloud. 

https://university.epam.com/courses/epam/0159/2016/about
https://aws.amazon.com/certification/our-certifications/
mailto:specialepm-csupconsulting@epam.com
https://heroes.epam.com/dashboards/cloud
mailto:specialepm-csupconsulting@epam.com
https://cloud.google.com/getting-started/
https://cloud.google.com/free/
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We would also like to draw your special attention to Google Cloud program on Coursera.  

The program consists of five courses – from the basics to technical details and best practices: 

 Google Cloud Fundamentals. Core Infrastructure. 

 Big Data and Machine Learning Fundamentals. 

 Configuration Management on Google Cloud Platform. 

 Computing, Storage, and Security. 

 Designing Highly Scalable WebApps on Google Cloud Platform. 

Take this opportunity to explore Google Cloud specifics and broaden your cloud computing expertise. 

8.4 CLOUD FEEDBACK 

It may be hard to believe, but a whole year has passed since the previous Cloud survey where we asked 

you to say what you like about EPAM Cloud and, especially, what you do not like. Your feedback has helped 

us to improve the service, to correct the errors and to shape the priorities for the future development. 

Now the time has come to sum up the results of the past year and to make plans for the future. So, we 

kindly ask you to give us a couple of minutes of your time and take our survey. We will truly value your 

opinion of our product, welcome your criticism and appreciate your suggestions. 

8.5 DID YOU KNOW? 

EPAM Cloud is widely used across epam. With each 

release, we introduce a set of new features and 

improvements.  

However, there is the “gold portfolio” of EPAM Cloud – 

a set of tools and facilities that can significantly improve 

and simplify working with EPAM Cloud. 

At the end of the spring, we organized an all-over-EPAM 

promo company, aimed to inform our users on these 

best practices. 

There are four tips and cartoons, describing important 

and interesting possibilities EPAM Cloud offers. They are published as posters and distributed in all EPAM 

offices. 

Each post gives the brief idea, and the link to the detailed article on the subject: 

 

 Getting Free Cloud with EPAM Cloud personal projects. 

 Cutting costs with effective resource distribution and management. 

 Hosting your infrastructure all over the world, with multiple cloud providers, supported by EPAM 

Cloud. 

 Having the possibility to run Windows, Linux, and even MacOS instances of necessary 

configuration in Cloud in terms of self-service. 

https://www.coursera.org/instructor/google-cloud-training
https://www.coursera.org/
https://www.coursera.org/learn/gcp-fundamentals
https://www.coursera.org/learn/gcp-big-data-ml-fundamentals
https://www.coursera.org/learn/gcp-configuration-management
https://www.coursera.org/learn/gcp-security
https://www.coursera.org/learn/gcp-scalable-web-apps
https://docs.google.com/forms/d/e/1FAIpQLSeJNM77v8Ck-zlKzaxx-HEIyqcVji_s-K-SpBcCLOdZciawaw/viewform?c=0&w=1
https://info.epam.com/en/news/apps/2017/personal-projects.html
https://info.epam.com/en/news/apps/2016/epam-cloud.html
https://info.epam.com/en/news/apps/2017/epam-cloud.html
https://cloud.epam.com/site/competency_center/e=p=c_services/cloud_computing_service_(=c2=s)


EPAM Cloud Orchestrator 2.1.93 - What’s New 

 

 

EPAM SYSTEMS  23 

The respective articles were published on EPAM Cloud website and on EPAM info portal. 

 

8.6 DOCUMENTATION UPDATES 

All changes and updates to the EPAM Orchestrator functionality are reflected in the documentation and 

other EPAM Cloud resources. With the release of EPAM Orchestrator 2.1.93, the following documents were 

updated: 

 EPAM Cloud Services Guide was updated with the information on Jenkins as a Service 

update 

 Maestro CLI User Guide was updated with the new commands and existing command 

changes 

 Account Management Guide was updated with the information on Business Unit Reports and 

AWS EC2 Billing information 

 Hybrid Cloud Guide now includes updated shape mapping between EPAM Orchestrator and 

other cloud providers 

 The EPAM Cloud website was updated to reflect the current functionality 

 

  

https://cloud.epam.com/site/competency_center/e=p=c_services/csug_03_services.pdf
https://cloud.epam.com/site/develop/maestro_c=l=i/csug_02_maestro_cli_user_guide.pdf
https://cloud.epam.com/site/management/account_activity/csug_05_account_management.pdf
https://cloud.epam.com/site/develop/hybrid_cloud/csug_04_hybrid_cloud.pdf
https://cloud.epam.com/site/
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